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ABSTRACT

This paper provides a progress report on ICSI's Meetingeetpj
including both the data collected and annotated as pariegbitt-
ject, as well as the research lines such materials suppatinW
clude a general description of the official “ICSI Meeting fas”,
as currently available through the Linguistic Data Coriaont dis-
cuss some of the existing and planned annotations which entgm
the basic transcripts provided there, and describe seneg@hrch
efforts that make use of these materials. The corpus sugwate-
ranging efforts, from low-level processing of the audionsib(in-
cluding automatic speech transcription, speaker tracking work
on far-field acoustics) to higher-level analyses of meesigc-
ture, content, and interactions (such as topic and sengsgreen-
tation, and automatic detection of dialogue acts and mgétiot
spots”).

1. INTRODUCTION

The speech recognition community has continually accepted
challenges in processing spoken language, progressingeanly
work in low-noise isolated word and digit recognition, tontio-

core automatic speech recognition (ASR), work on far-fielole-
tics, and speaker segmentation, to higher-level analyfseseting
structure, content, and interactions. We have reporteti®parly
stages of the project in [5] with a later research updateJinQir
Meeting Recorder website [7] provides additional vistlilinto
these efforts.

This paper provides a progress report on the Meeting Praject
ICSI, including both the data collected and annotated asopéne
project, as well as the research lines that such materipisosu
We first provide a review of the official “ICSI Meeting Corpusis
currently available through the Linguistic Data Consartjuand
then discuss some of the existing and planned annotatioichwh
augment the basic corpus transcripts. We then describeasege
search efforts that make use of these resources, focusingniy
on higher-level analyses of meeting structure. Core ASRNs ¢
ered lightly, as a detailed description of our meeting trapsion
system is provided in the companion paper [8] also foundéseh
proceedings.

2. THEICSI MEETING CORPUS

uous read speech, to spontaneous speech, and to more difficulln this section, we present a brief summary of the contentheof

tasks such as the recognition of speech from natural caatiens.
Natural multi-party interaction has become a new frontigth
data collected from meetings being an ideal testbed. Thisadlo
presents significant challenges not just to speech reéogntut
also to speaker technologies, to discourse modeling, kespan-
guage understanding, and to audio retrieval, to name juest af
the disciplines challenged by this material. There is nownan
ternational effort in Meetings recognition and understagdpri-
marily funded in Europe at the moment), which has already pro
duced promising research results, and initiated new coléions.
See [1], [2], [3], and [4] for further information on key Eyr@an
projects in this area.

Four years ago, ICSl inaugurated its Meeting Recorder groje
to address this important new research area. Since thattime
have collected nearly 100 hours of meeting room data, have tr
scribed and publicly released a 75-meeting subset, andduave
tinued to enrich the collection with additional levels ofnata-

corpus. For a more complete description, including manyhef t
design decisions made along the way, see [9].

The ICSI Meeting Corpus consists of 75 meetings recorded
in a conference room at the International Computer Scienee |
stitute in Berkeley between the years 2000-2002. The mg=etin
were “natural”, in the sense that they would have occurrgend
less of the recording process. Most of the meetings werdadgu
scheduled weekly group meetings.

Each meeting participant wore a head-mounted microphone
(a few early meetings contain an occasional lapel microphon
stead of the head-worn one). Additionally, 6 tabletop npbianes
simultaneously recorded the audio. Meetings averagelathslign-
der an hour and involved 3-10 participants, with an averdde o
This resulted in 72 hours of meeting audio, approximatel@%s
of recorded speethand about 900 channel-hours of total audio.

The waveform from each microphone was stored in a sepa-
rate file. The data were downsampled on the fly from 48 kHz to

tion. We have also launched a number of research projects ex-

ploring many of the challenges presented by this materibris
range from low-level processing of the speech signal, dlioiy

1There is more recorded speech than meeting audio becauseaides
overlap.



16 kHz, encoded using 16-bit linear NIST SPHERE format, and The ICSI Meeting Corpus is now available from the Linguistic

compressed using a lossless algorithm [10]. Data Consortium [13] as publications LDC2004S02 (Speectl) a
For each meeting, we stored a small XML file describing some LDC2004T04 (Transcriptsf). Further information can be fibim
meeting-specific information, including the date and tiniehe the extensive documentation available with the corpus.

meeting, the primary topic, a unique identifier, participaufor-
mation (see below), microphone and channel types, and seme f
form notes. The notes typically recorded technical or atous
problems, information about late arrivals and early exit& other
meeting idiosyncrasies.

Each speaker was asked to fill out a speaker form prior to their
first recorded session. Information requested includedenaex,
education level, age, and language information. For lagejua:
formation, we asked if the participant is a native speakeEmf 3.1. Dialog acts and adjacency pairs: the ICSI MRDA corpus
glist?, and what variety of English they speak (e.g. “American”,

“British”, “Indian”). For non-native speakers of Englishe asked ~ Understanding meetings requires more than just the words. A
for their native language and region, as well as the numbgearfs obvious level up from words is the annotation of larger u(its
spent in an English-speaking country. the order of a sentence) according to their function in theven

It is important to note that information on the speaker fosm i ~ Sation. We have annotated the full 75-meeting corpus fdoglia
self-reported. This is especially relevant to native laggiand ~ acts (DAs), such as whether the utterance is a statemers; que
dialect information, since people are often unable to ifietite tion, backchannel, and so on. This auxiliary corpus, caffed
particular region of their dialect. In addition, most fiekdere ~ |CSI Meeting Recorder Dialog Act (MRDA) Corpus, is descdbe
available. purposes [15]. We plan to make the corpus available in thedut

For each meeting, the corpus also contains an XML file with through the Linguistic Data Consortium.
a complete word-level transcription. In addition to standaxi- ~ The MRDA corpus consists of over 180,000 hand-annotated
cal entries, these include word fragments, filled pauses nan- dialog act tags, using an annotation system adapted fromZ3WB
speech vocalizations such as laughs, gasps, and lip snasoks)| DAMSL [16]. SWBD-DAMSL provided a good initial match to
as nonvocal acoustic events such as door slams, microplickg ¢~ the types of phenomena in our meetings, but it was nevesthele

3. ADDITIONAL ANNOTATIONS

Only word-level transcriptions have been released witlttrpus,
but we are currently engaged in a number of efforts to augment
these transcripts with additional levels of hand annatatio

etc. The transcripts are also heavily commented, with nmues- necessary to modify and adapt the system in a number of ways

ifying the speech (e.g. mangled pronunciations or “whilegla: to fit the meeting data. The annotation system and numerailis re

ing”) and providing contextual information (e.g. about wisde- examples from our data are proviQed in a detailed manual [17]

ing addressed or other activities such as writing on the ewhit The system marks each DA with one of 11 “general” tags (for

board). example, “statement”) and a variable number of 39 possilale f
Overlap between participants’ speeclexiremelycommon in ther descriptive tags (for example, “suggestion”, “disggnent”,

our meetings [11]. In the transcript, we mark the speakerstart ~JOKe”). Interlabeler agreement on a random subset of tha da

time, and the end time of each of the utterances. Overlaps canshowed excellent agreement for basic class groupings sféag

therefore be determined by overlapping utterance timesfeak- measured by, which adjusts for chance agreement (hence values

ers, but each speaker’s speech is individually transcribed for absolute agreement are always much higher). foulue was

Transcription was performed primarily with the close-tak 0.80 for a six-way classification; further agreement diiatisare

channels. Occasionally, the far-field microphone channelse provided in [14]'_ . .

used to clarify events not well captured on the close-talkinan- The annotation involved not only labeling DAs, but also seg-
nels, such as nonspeech events and off-mic remarks. Use of th Menting the annotations into DA units (which differ from t&rce
close-talking channel permitted careful transcriptionimty over- and segment units in the original corpus; alignment infdroma

lapped speech, as well as the capture of soft-spoken bacinets is provided). In addition, the annotations include markifigad-
and self-vocalizations. jacency pairs, or utterances that refer to content of otttier-u

In addition to the meetings themselves, we also asked partic ances (e.g., an answer is coindexed with the question iteappl

pants to read digit strings similar to those found in TIDIGI[L2] :’O)I. Such ||£1f0rmat(|jon IS ri]wte C(f)tmplex in mtﬁe';ln%s., smceerrrul-.
at the beginning or end of each meeting. The transcriptseodity 'pte spea e{_s an g\t’ﬁr aps o SX mear; ? Zgacency apmrsf
its task are included in the meeting transcripts. This samfask not consecutive, and the same can aiso lead to resporsas Ir

provides an opportunity for research on far-field acoustitisout multiple participants.
the additional complexity of dealing with large-vocabylapon-
taneous multi-party speech, but still involving the samesagers, 3.2. Involvement and “Hot Spots”
microphones, and room acoustics as in the main meetings.

The XML formats of the transcripts and metadata were de- Another level of annotation that we predict will be useful $am-
signed specifically for this collection. A complete DTD ane-d ~ Marizing and browsing meetings is to mark “hot spots”, orloc
scription of the format are distributed with the corpus. Wapa  tions of high participant involvement. Although raised dfwe-

provide software for translating from our format to othemgoon ~ Ment at times does occur for only one participant, more gjfyidt
formats. is a feature of thénteractionamong two or more participants. For
example, speakers may become involved in a heated disagméem

2| retrospect, we probably should have distinguished batweative or they may strongly agree on a particular proposed solubimte

and non-native speakers AmericanEnglish. that it is not the type of situation that determines whethee-a



gion of speech or exchange is “hot” but rather the level dcffe
involvement on the part of the participants.

Labeling of involvement for isolated utterances.

While the idea of annotating involvement level may soundydan
ously subjective, we found that agreement on such annotatio
human judges on isolated utterances is significantly abbsace
— in fact better than we expected.

We removed the utterances from their surrounding context in
order to determine how much information was in the utterance
self. This is useful for modeling purposes, and allowed nexe
perimenter design control over the listening task. Humstefiers
who were native speakers of English and knew the speaketrs, bu
had not been in any of the recorded meetings, were asked pdysim
mark involvement level after hearing each utterance. Thegew
not given information on how to make their judgments, anéroft
reported that they felt they were assigning random labadsthéy
agreed with each other with= .63 [18].

Labeling of the “hot spot anatomy”.

In current work, we are extending our annotation to labet 4pmt
anatomy” or common features we have found to be identifiable
in marking a stretch of utterances that we perceive at a hait sp
as judged by 3 human labelers. Note that unlike the work in iso
lated utterances, this annotation involves listening ®ittierac-
tions among participants and marking off regions in time gpan
multiple participant turns. Each hot spot begins with aenaftice
identified as a “trigger” (which is often not “hot” itself)nd ends
with a “closure” that is based on the semantic and pragmesic r
olution of the hot spot. Inside this region, utterances #ratsaid
with high involvement are marked as “peaks”. The “hotneds” o
the overall hot spot is given a rating for level. In additiove
mark the hot spot “type”. For example, we distinguish betwee
disagreements and amusement; we also distinguish hot dpets
only to intense interaction from those due to interactiamsse-
mantic/pragmatic content. We have recently iterated oerlet
beler agreement and have begun labeling of the 75 releasetd me
ings by two annotators. We will continue to monitor inteeédy
reliability using randomly selected meeting excerpts.dliy ap-
pears to proceed at approximately four times real time, hat ¢
vary considerably by meeting.

3.3. Other annotations

Now that the ICSI Meeting Corpus is becoming a shared resourc
across numerous research sites, other labs are also begitani
add their own annotations.

For example, the Speech, Signal and Language Interpnetatio
(SSLI) Lab at the University of Washington is in the procekare
notating the corpus with anaphoric (pronouns and pro-yexbhd
deictic (e.g. “these”, “this”, “that”) words, marking thesvords
and their referents in the textual transcriptions of the tings.
Ultimately, the goal is to build automatic anaphora resotualgo-
rithms that feed into topic detection and annotation toAlmota-
tions have been performed on an initial set of meeting tiriptse,
and about 30 meetings have been annotated at this point.

In addition, Columbia University annotated 25 of the megtin
for topic segmentation [19], resulting in an average of édnsents
per meeting. At least 3 annotators labeled locations ottehift
in each meeting, and a substantial level of agreement wasmeloit

SUnfortunately, this was an early release of the data, diffeslightly
from the transcripts released to the LDC.

amongst team members. They have also explored other annota-
tion to assist with meeting summarization work, in parteuhe
utterance-level scoring of significance and salience, lmiiriter-
labeler agreement was much weaker. They are currentlydrign

this work by augmenting the corpus with hand-written suniesar
(that is, “minutes” of meetings) to evaluate and possibantra
meeting summarization system. The annotated data arebleil
from their website [20].

Further annotations are planned by our collaborators ds par
of the EU Integrated Project, AMI. We hope more people wagkin
with the corpus will wish to add new levels of annotation tsth
collection, and we would welcome information about sucbngsf
We also hope that such resources, like those described ,atzve
be made widely available to the Speech and Language comynunit

4. ARESEARCH SAMPLING

The resources described above support a wide range of chsear
activities, from low-level processing of the speech sigodligher-
level analyses of meeting structure and content. In thisseave
provide a sampling of several different research efforiustrate
the richness of the meetings domain.

We begin with a very brief summary of work in far-field acous-
tics, speaker segmentation, and core automatic speeajniton
— all key areas of research in processing meeting data. How-
ever, since this work is largely reported elsewhere, iralgidn
our companion paper in these proceedings [8], we here fogus o
other efforts, including work on recognition of accenteeexh,
but concentrating primarily on work addressing higheeleanal-
ysis of meeting structure.

4.1. Far-field acoustics, speaker segmentation, and core RS

The digit sequences recorded as part of the ICSI Meeting Cor-
pus provide a good starting point for exploring the acosstit
the meeting recordings. Early work included a study on nmse
duction and deconvolution processing for single-micraghéar-
field speech recognition using the recording from a singég-hi
quality tabletop microphone [21]. We also investigateddimeul-
taneous use of the two inexpensive electret microphonésvére
part of the personal digital assistant mockup placed on thetm
ing room table [22]. Michael Seltzer, then at Carnegie Mello
University, used the recordings from all four high-quatiypletop
microphones in his work on microphone array speech redognit
[23].

A key challenge in moving from digit sequences to conver-
sational interactions is segmenting the speech into speakes.
While this is clearly an issue for the far-field microphongbgere
all speakers co-exist on the same channel, it remains asaggy
significant problem for the close-talking channels as wedhe-
cially because of cross-talk from neighboring speakers[24s,
we presented one approach to this problem. We continue to ex-
plore new techniques for handling speaker segmentation.

Our basic Meetings ASR system has improved dramatically
over the course of the Meetings project, starting from a Bfieg
form of SRI's recognizer designed for conversational tietere
speech. Improvements are due both to evolution in the baic S
system as well as to improved modeling to specifically addres
the meeting domain. Word error rates for native English lspea
ers on close-talking channels are now comparable to thoseee
for conversational telephone tasks such as Switchboamde&ly



work in this area was reported in [5] and [6]. Details of therent
ASR system can be found in the companion paper [8].

4.2. Speech recognition for non-native speakers

Given the international nature of ICSI and the multi-digdé¢char-
acteristic of the corpus, we have begun work on the problem of
recognizing non-native speech in the corpus. This was derne d
spite the fact that the amount of recorded speech and theearumb
of different speakers is insufficient for adequately mautgland
testing most accent groups. The database contains 15 tgadfin
accented English, although only three of them (Americamn@e

and Spanish) have more than two different speakers (23 Aargri

12 German and 5 Spanish). We therefore concentrated attenti
only the German and Spanish speakers.

The recognition experiments were carried out on a carefully
selected database partition to ensure, whenever posaiblad-
equate balance between training and testing materialdimgy
gender, number of speakers and amount of recorded speech.

The baseline experiments used a slightly simplified version
of the SRI recognizer trained for recognition of converszi
telephone speech [25], but with dictionary and languageehod
adapted to the meetings domain. Initial results with thiscliae
system are shown in the first row of Table 1. The error rates for
non-native speech are markedly higher than for Americaalspe
ers, and higher than other results reported in the litezgi2].
This is probably caused by the lower English proficiency oheo
of the speakers in the ICSI corpus. For native speech, thdtses
are very close to those obtained in the standard convensatigle-
phone speech tasks, indicating that meeting data recoriéd w
close-talking microphones is an accessible task usingotiech-
nology.

| | American| German | Spanish |

Baseline Sl 34.1% 52.3% 104.2%

TaskMAP 32.5% 46.4% 95.2%

AccMAP 32.5% 46.0% 96.8%
TaskAccMAP 32.5% 45.8% 95.0%
+ phoneloop 30.4% 42.3% 93.2%
Rel. A Error | [-10.9%1] | [-19.1%] | [-10.6%]

Table 1. Word error rates for accent-dependent speech

In these initial experiments, only acoustic adaptation pexs
formed, using maximum a posteriori (MAP) technigtiehree
strategies were studied:

e Task adaptation (TaskMAP row in Table 1), in which all the
speech in the training subset was used for adaptation.

e Accent adaptation (AccMap row in Table 1), in which ac-

cent dependent models were adapted using the correspond-

ing subset of the adaptation data.

e Task adaptation followed by Accent adaptation (TaskAcc-
MAP row in Table 1).

The results in Table 1 demonstrate that the combined syrateg
performed the best. Applying a final phone-loop adaptatiages
at test-time, the improvements for non-native speech arthen

4Preliminary experiments showed that MAP was better than RILL
given the amount of adaptation data available.

average higher than the ones obtained for native speaki¢hshe
German speakers showing substantial improvement alththegh
more limited Spanish speaker pool still lags behind.

Clearly, there is still considerable room for improvemeft-
ture work will incorporate additional methods for adapatito
non-native speech, such as modifications to pronunciatiahein
ing [27], as it is likely that the Spanish speakers’ perfang®is
limited by dictionary pronunciations inadequate for thegeech.

Some preliminary work is also being carried out in accent
identification, applying classification algorithms traatitally used
in language identification and combining their results gsiaural
networks. Such “accent ID” would be an important pre-preces
step in order to incorporate accent-sensitive models dufieech
transcription.

4.3. Discourse markers’ role in inferring topic structure and
social structure

A main goal of the our meeting research is to develop aut@mati
methods for identifying and representing the content stirecand
social structure of meetings. An important part of this imes
detecting important utterances within topics and linkdugtsveen
topics. One promising route for accomplishing this is vialgn
sis of discourse markers (DMs), such as “now,” “well,” and."s
These items serve to bracket a unit of talk and explicitlykrbe
relationship between that unit and what precedes it [28].

Of this class of items, “so” seems uniquely well suited for
meeting structuring for several reasons. First, sever@kafses
involve topic management in some form, e.g., introducingga n
topic, resuming a previous topic, expressing a conclussatcond,
it also has some social uses, such as when it is used turiyfioal
signal a speaker’s willingness to relinquish the floor.

Previous work on some DMs (“now” and “oh”) has found dif-
ferent prosodic characteristics in their different useg.(d29],
[30]). Such work has not yet been done for “so.”

The work here represents a feasibility study extendingapat
proach to “so” and using the information to infer meetingustr
ture. In addition, it seeks to determine whether the usesaf “
correlate with speaker role or speaker style; for examplestiaer
highly dominant speakers use topic-initiating “so” moreeafthan
less dominant speakers, and whether a particular speaethem
more often when leading a discussion than otherwise.

Six meetings were examined, representing two each of three
different meeting types. The types varied in their numbepat
ticipants, the degree to which they were agenda-driven,taed
degree to which power was centralized or shared equallyddir a
tion, the leader in one meeting type was a non-leader paatiti
in another.

Analyses have only started, and so far only two of the meet-
ings have been carefully studied, but the results are intpeated
direction.

Regarding content structure: it was found that the meeting
leaders produced more topic-relevant, turn-initiatingsusf “so”
than the other participants. In addition, the person whached
status from leading in one meeting to not leading in another p
duced more “topic-relevant” uses in the former than thetatt

Regarding social structure: two findings warrant discussio

The utterance-final “so” was described by Schiffrin [28] as a
method speakers use to signal willingness to relinquishuhe
Consistent with her findings, utterance-final “so” in oneha ex-
amined meetings correlated with turn shift 90% of the time.



Utterance-initial “so” was found to be used quite often as a performance using both DA-level language and DA-level pdys

floor grabber in this meeting. This use was not found in Schiff
data, perhaps because her data were obtained via intemagves
than meetings. Turn-initial “so” may be an effective way torg
the floor for both phonetic and semantic reasons. The ledsliig
easily heard above overlapping speech and the semantic®df “
give the expectation that the speaker’s utterance will tietwora-
tive (in contrast to an adversarial “but”), and importandefini-
tive in some way (in contrast to “and”). It's possible thatriay
be more frequent in more competitive meetings, or that it tray
more characteristic of some speakers than others. Thibeviix-
amined in future analyses.

Future results will include analysis of the other meetingd a
will also incorporate prosodic profiles. Prosodic chanazégions
for automatic recognition of the different uses of “so” vii# based
on the parameters such as those developed for [31]. Thdadénc
duration of the word, position in the utterance, fundamlefnéa
guency, and other intonational characteristics.

4.4, Automatic detection of dialog acts and hot spots

Given the hand annotation of dialog acts and hot spots regort
above, it is now possible to explore whether such labeling ca
be performed automatically and to examine the interrelatigps
among the various types. Here we describe some initial relsea
along these lines.

Classification of four frequent DAs.

In initial research on dialog acts, we looked at automatissit
fication of DAs in a focused study of four types of single-word
and frequently-occurring DAsAcceptance/Agreemericknowl-
edgmentBackchanneland Floor-grabber Focusing on these 4
frequent DAs made it feasible to look at automatic predictis-
ing limited annotated data (only 20 meetings had been atatbta
for DAs at the start of our work). The interesting thing abtigse
DAs, aside from their frequency of occurrence, is that inlshg
they share lexical forms. For example, each of the wordsh{;ea
“okay”, “uhhuh”, “right” can function as any of the four.

We were interested in whether automatically extractedqatos
ic features could help to distinguish these different typieBAs.
As described in [32], we extracted and automatically noized!
a variety of prosodic features based on the output of fortigd-a
ment recognition. The feature types included durationufess,
pause features (both within and across speakers, thusricaptu
turn pauses in the latter), pitch features, and energy festiVe
found that decision tree classifiers were able to distirlgaiaong
the DAs using only prosodic features at rates significartiigve
chance. What was interesting was the specific patterningaf f
tures associated with the different distinctions. As ongeca
point, we found that while floor-grabbers are dramaticaltyhler
in energy and pitch than are backchannels, the two formerdiff
tle in duration. This goes against the typical finding thatation,
pitch and energy pattern together in conventional prosd@yr
interpretation is that speakers in grabbing the floor wamhaie
sure they are heard, but are “feigning” politeness by jumpin
and out quickly while another speaker is still talking. fertin-
terpretations of different classifier results are describg32].

Classification of all DAs.
Upon our recent completion of DA annotations for all 75 rmeggi

A number of different experiments are underway in this aesa,
amining different ways of grouping DAs as well as differerddn
eling techniques. Our future plans include constructingtalthse
based on automatically recognized words, adding a DA-segue
grammar modeling component, and modeling adjacency pair in
formation.

Human and machine labeling of involvement.

In research on our hot spot labels, we asked whether humgn jud
ments of involvement on isolated utterances could be predlic
by automatically extracted prosodic cues. Acoustic armeslyaf
these utterances showed that involvement is correlatdohigher
mean and maximum FO values (after normalizing by speakei pit
range), whereas energy values are only moderately aff¢t8dd
This suggests that these prosodic cues are reliable fedts-
tomatically detect involvement in meeting data. It alsceagrwith
general findings in the linguistics and prosody literatureshat
although the perception of raised voice is often attributedh-
creasedoudness(energy), it is often actuallpitch rangethat is
more significantly modified.

Analysis of the relationship between dialog acts and invok-
ment.

In an effort to better understand the relationship betwésrodrse
phenomena and affective phenomena in our meetings, wexlso e
amined the relationship between the human dialog act atimoga
and the human hot spot annotations on common meetings [33].
Importantly, these two different types of annotations wpee-
formed completely independently, and by different teamarof
notators, making it a fair study. Results showed that iredlut-
terances contain significantly more evaluative and subgstate-
ments such as jokes, suggestions, and extremely positimeger
ative answers. Noninvolved utterances are characterigeddoe
backchannels and floor-holders. Quite interestingly, lwea ut-
terances do not appear to contain more information, as meghsu
by statistical perplexity. (The one exception here is jokesich
often contain out-of-context information or even out of abalary
words). The overall similarity in perplexity of involved @émonin-
volved suggests that involvement reflects not the contself jtout

a speaker’'attitude toward that contenThis makes it all the more
important, we think, to include affective information intamatic
summarization, since words alone (as used in classical suizan
tion approaches) may fail to capture these highly charggidms.

4.5. Other research

The above projects represent just a few of the many lines-of re
search supported by the meeting data. Additional effortawn
tomatically detecting meeting structures, which make Usth@
resources reported here but are more fully documented leésew
include:

Automatic detection of punctuation and disfluencies.

In early work on pre-released meeting data [31], we examines
for automatic labeling of “hidden events” such as sentermb-
aries and disfluencies. Such labeling is important for déreasn
natural language processing from ASR output, since theegsac
ing techniques typically assume fluent, punctuated textfotted
that combining lexical cues with automatically extractedsodic

we have begun to construct a database of both language modeinformation produced better performance than either kadge

scores and prosodic features for all dialog acts, usindp tnain-
scripts. Our plans are to first look at automatic DA clasdiiica

source alone. Prosodic information was more robust thandkex
information if using ASR output. In addition, prosody dedgd



much less than did language information for the task of pa-li
(no lookahead) prediction of sentence boundaries.

Unsupervised learning for detecting agreement and disagee
ment.

In joint work with the University of Washington [34], we inse
tigated whether unsupervised training techniques could Imait
the need for hand-labeled data on a dialog-related taskow¥et
at automatic classification of whether utterances cormdgpd to
an agreement, disagreement, or other type of utteranceult®es
showed that while hand-labeled data is best, adding moeevitat
automatic labeling significantly improved both lexical gdsod-

ic modeling for the recovery of agreements and disagreesnent

Visualization of topic and speaker structures.

In [35], Renals and Ellis report on a number of preliminaneis
tigations, exploring the ICSI Meeting data and presentiogeh
ways of analyzing and accessing meeting structure. Thediest
include spoken document retrieval for meetings and visimi
topic structure, automatic structuring of meetings basedaeif-
similarity matrices of speaker turn patterns, and a simpldehof
speaker activity in terms of “talkativity”.

5. FUTURE DIRECTIONS

The efforts reported above only begin to suggest the richonés
the meetings domain and of the resources we are compilingto e
plore it. We and our collaborators continue to expand theuees
available to the research community, as well as continuingeé
forts to understand and automatically mark meeting strastu
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